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Foreword
As both of us reflect on our jobs over the years, it is clear that 
critical thinking has been a consistent demand in all our positions. 
The skills Dave needed to write a grant proposal at P21 were 
nearly identical to those required to design the structure of 
the National Faculty at the Buck Institute for Education. Critical 
thinking has been at the center of every work engagement for 
Leah including crafting a strategy for the employability group 
at Pearson to evaluating the viability of new products to fund. 
Skills around analysis and persuasive writing have all been 
clearly important to our success within major organizations.

To be honest, the education and business communities have been 
talking about the importance of critical thinking for a number of 
years now. Educators have been espousing the benefits of critical 
thinking while the business community has been expressing 
disappointment in the critical-thinking skills of incoming 
employees. As pointed out in the paper, this seeming contradiction 
is likely because there is no agreed-upon consensus on how to 
support and improve critical thinking in specific disciplines.

Despite differing definitions and points of view, progress has 
been made in investigating the best ways to teach and assess 
critical thinking skills. Technology, including the possibility of 
automated scoring around simulations, has opened doors for 
assessment. At the same time, basic ideas such as using concept 
maps have been shown to be successful in improving critical-
thinking skills. We are excited that Pearson and P21 can partner 
to produce this summary of the current state of the field.

Of course, critical thinking isn’t the only personal and social 
capability of importance. This is the second of four papers that 
P21 and Pearson will release. The first was on collaboration and 
papers on communication and creativity will follow. In order to 
see large scale change in student proficiency on these, teachers 
from K through college will need to find ways to teach these skills 
in their already full schedules of content. We will need to find ways 
to support them in this process, and hope both the business and 
policy communities can contribute to these solutions. Guiding 
students toward becoming good critical thinkers in both their work 
and civic lives will depend on both local and system-level change.

Leah Jewell, Managing Director, Career Development and 
Employability, Pearson, and David Ross, CEO, P21

Image by Santanu Das
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Critical-thinking skills are also proposed to lead to better outcomes in life. For example, 
among college students and adults in the community, a standardized measure of 
critical-thinking skills was significantly related to a set of real-world, interpersonal, 
business, and financial outcomes (Butler et al., 2012). People with higher critical-
thinking skills were less likely to report experiencing negative real-world outcomes, 
ranging from “returning a movie you rented without having watched it at all” to 
“paying rent or mortgage payment at least two months too late” or “receiving a 
DUI for drunk driving.” Students who receive critical-thinking instruction are more 
willing to accept scientifically based theories (Rowe et al., 2015), and greater critical-
thinking skills are related to greater political participation (Guyton, 1988).

Further, 95 percent of the chief academic officers from 433 higher-education institutions 
rated critical thinking as one of the most important skills for students to acquire 
(Association of American Colleges and Universities, 2011). The interest in critical 
thinking also extends to international institutions and organizations. For instance, the 
Organisation for Economic Co-operation and Development (OECD, 2012) includes critical 
thinking as a core skill in college students across the world. And research has found that 
performance in critical thinking predicts college GPA (grade point average; ACT, no date).

The importance of critical thinking is echoed in the workforce, where 81 percent of 
employers surveyed wanted colleges to place a stronger emphasis on critical thinking 
(Association of American Colleges & Universities, 2011). Similarly, a survey given to 400 
employers found 92 percent identified critical thinking as one of the top skills needed 
in college graduates (Casner-Lotto & Barrington, 2006). In interviews with leaders 
at 200 companies, critical thinking was one of the most frequently mentioned skills 
essential for both academic and career success (Educational Testing Service, 2013).

This white paper will first give a brief history of the evolution of definitions around critical 
thinking. Then it will review research on methods for teaching critical-thinking skills among 
primary, secondary, and post-secondary audiences. We will end with a discussion of how to 
effectively assess critical-thinking skills. Along the way, we will address key controversies, 
such as whether critical thinking is better thought of as a general skill or as a domain-
specific skill. This white paper will hopefully provide clarity around how to foster critical 
thinking by providing guidance around activity creation that can elicit critical thinking.

Introduction
Critical-thinking skills are essential for positive participation in our society. Individuals must be able 

to make informed decisions based on incomplete or misleading information. Given this requirement, 

it is probably not surprising that critical thinking is one of the most frequently discussed skills in 

education, believed to play a central role in logical thinking, decision-making, argumentation, and 

problem-solving (Butler et al., 2012; Ennis, 1985; Facione, 1990; Halpern, 2003). Broadly, critical 

thinking is defined as a multifaceted skill that involves problem-solving in the face of ill-defined 

information. (See the next section for a detailed definition.)
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Definitions and Models
Existing Critical-Thinking Frameworks

ACADEMIC MODELS
There are many schools of thought around critical thinking going back to the 1950s. 
Benjamin Bloom and his associates (1956) created a taxonomy for information-processing 
skills. Bloom’s taxonomy is hierarchical, with “knowledge” at the bottom and “evaluation” 
at the top. The three highest levels (analysis, synthesis, and evaluation) are frequently 
said to represent critical thinking (Kennedy, Fisher, & Ennis, 1991). Bloom’s is one of 
the most widely cited sources for educational practitioners when it comes to teaching 
and assessing higher-order thinking. The benefit of this framework is that it is based 
on years of classroom experience and observations of student learning (Sternberg, 
1986). However, some have noted that the taxonomy lacks the clarity necessary to 
guide instruction and assessment in a useful way (Ennis, 1985; Sternberg, 1986).

Facione (1990) led a large effort to define critical thinking with forty-six academics 
recognized as having experience or expertise in critical-thinking instruction, assessment, 
or theory. The experts reached an agreement on the core dimensions of critical thinking:

1. interpretation;

2. analysis;

3. evaluation;

4. inference;

5. explanation;

6. self-regulation.

The experts also reached consensus on the affective, dispositional components 
of critical thinking such as inquisitiveness, concern to become well-informed, 
and alertness to opportunities for critical thinking (Facione, 1990).

Halpern is also a noteworthy researcher in critical thinking. He describes critical thinking 
as purposeful, reasoned, and goal-directed. Halpern’s approach to critical thinking places 
strong emphasis on decision-making, problem-solving, verbal reasoning, argument 
analysis, assessing likelihood and uncertainty, and hypothesis-testing (Halpern, 2003).

More recently, the Educational Testing Service (Liu, Frankel, & Roohr, 2014) 
proposed their own framework of critical thinking based on a review of existing 
critical-thinking frameworks. This framework consists of five dimensions:

 �   two analytical dimensions: evaluating evidence 
and its use and analyzing arguments;

 �   two synthesis-related dimensions: understanding implications and 
consequences and developing sound and valid arguments;

 �   one dimension relevant to both analysis and synthesis: 
understanding causation and explanation.
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Looking across critical-thinking frameworks, there is agreement 
on the following components of critical thinking:

 �   looking at evidence and seeking justification;

 �   selecting pertinent information;

 �   distinguishing relevant from irrelevant facts;

 �   analyzing the credibility of an information source;

 �   determining the strength of an argument;

 �   identifying relationships and alternatives;

 �   discerning examples and counterexamples;

 �   recognizing assumptions, biases, and logical fallacies;

 �   defending ideas and hypotheses;

 �   drawing valid conclusions and inferences.

Across the different frameworks there seems to be less of an emphasis 
on skills related to understanding causation. Only two assessment-driven 
frameworks seem to emphasize hypothesis-testing or inferring causal 
relationships between variables (Halpern, 2010; Liu et al., 2014).

INSTITUTIONAL MODELS
Additionally, there are several disciplines that have their own critical-thinking 
frameworks. The American Institute of Certified Public Accountants Core Competency 
Framework (2017) gives the following skills related to critical thinking:

1. Decision modeling

 �   Objectively consider issues

 �   Identify alternatives

 �   Implement solutions that provide value

2. Risk analysis

 �   Identification and management of audit and business risk

3. Measurement

 �   Uses various measurement and disclosure criteria used 
by accounting professionals and tax reporting

4. Research

 �   Apply research skills to access relevant guidance or other information.

The American Psychological Association’s Principles for Quality Undergraduate Education 
in Psychology include the following standard: “Faculty foster critical thinking by identifying 
the critical-thinking skills and abilities they wish to promote in their classes and in 
the psychology major as a whole. Faculty periodically review these skills and abilities 
throughout the term and through all years of undergraduate education” (APA, 2011, p. 9).

DEFINITIONS AND MODELS
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There are many foundations that have proposed frameworks around critical thinking. 
(For a review see Markle, Brenneman, Jackson, Burrus, & Robbins, 2013). None of 
these foundations offer assessments for their critical-thinking framework. This is 
due to the notion that critical-thinking assessment should be embedded in specific 
curriculum rather than be assessed devoid of course content. Many foundations 
do offer rubrics for guidance on critical-thinking assessments in disciplines. For 
example the American Association of Colleges and Universities initiated the Valid 
Assessment of Learning in Undergraduate Education (VALUE) initiative, an effort to 
establish rubrics for critical thinking in higher education. The VALUE rubrics have 
been adopted in some form at more than 5,600 institutions, including schools, higher-
education associations, and more than 3,300 colleges and universities in the United 
States and around the world. Skills included in the VALUE framework refer to:

 �   clear explanation of issues;

 �   evidence construction and analysis;

 �   evaluation of context and assumptions;

 �   articulate multiple perspectives;

 �   logical conclusions.

Areas of Disagreement around Critical Thinking

Despite, and perhaps because of, the panoply of research around critical 
thinking, instructors still struggle with what critical thinking actually means. Bahr 
(2010) revealed that instructors teaching critical thinking do not have a clear 
understanding of what critical thinking means, with 37 percent of academics 
acknowledging the dispositional and self-regulatory aspects of critical thinking 
and only 47 percent describing critical thinking as involving processes or skills.

Another area of disagreement revolves around the role of background knowledge on 
critical thinking. Most researchers working in the area of critical thinking agree on the 
important role of background knowledge. In particular, most researchers see background 
knowledge as essential if students are to demonstrate their critical-thinking skills (Case, 
2005; Kennedy et al., 1991; Willingham, 2007). As McPeck (1990) has noted, to think 
critically, students need something to think critically about. Others argue that domain-
specific knowledge is indispensable to critical thinking because the kinds of explanations, 
evaluations, and evidence that are most highly valued vary from one domain to another 
(Bailin, Case, Coombs, & Daniels, 1999; Facione, 1990). Conversely, some researchers argue 
that critical-thinking skills can be generalized across different contexts and domains and 
can thus be taught in a generic way (e.g., Halpern, 2001; Lipman 1988; Van Gelder, 2005).

A final debated topic in critical thinking is around the role of dispositions (e.g., open-
mindedness). Some researchers propose that dispositions or affective components 
play a role in critical thinking while others do not (e.g., Ennis, 1985; Facione, 1990). 
Empirical evidence appears to confirm the notion that critical-thinking abilities and 
dispositions are, in fact, separate skills (Facione, 2000). These dispositions have 
variously been cast as attitudes or habits of mind. Facione (2000, p. 64) defines critical-
thinking dispositions as “consistent internal motivations to act toward or respond 
to persons, events, or circumstances in habitual, yet potentially malleable ways.” 
Researchers tend to identify similar sets of dispositions as relevant to critical thinking. 
For example, the most commonly cited critical-thinking dispositions include:

DEFINITIONS AND MODELS



- 9 -

DEFINITIONS AND MODELS

 �   open-mindedness (Bailin et al., 1999; Ennis, 1985; 
Facione 1990, 2000; Halpern, 1998);

 �   fair-mindedness (Bailin et al., 1999; Facione, 1990);

 �   propensity to seek reason (Bailin et al., 1999; Ennis, 1985; Paul, 1992);

 �   inquisitiveness (Bailin et al., 1999; Facione, 1990, 2000);

 �   desire to be well-informed (Ennis, 1985; Facione, 1990);

 �   flexibility (Facione, 1990; Halpern, 1998);

 �   respect for, and willingness to entertain, others’ 
viewpoints (Bailin et al., 1999; Facione, 1990).

The next section will introduce a new model that attempts to resolve 
some of the debate around domain specificity and dispositions.

Pearson Critical-Thinking Framework

We propose a new framework to provide clarity on two broad areas for disagreement 
around critical thinking: the issue of domain specificity and the role of dispositions. 
First, we view critical thinking as a set of skills that can be defined in a general 
way and that have broad applicability across multiple disciplines, but which rely 
on subject-specific knowledge, conventions, and tools – intrinsic to a particular 
domain and discipline – for their expression. This explains why a person may 
demonstrate critical thinking in one domain and fail to do so in another.

Second, we deviate from previous approaches to defining critical thinking that have 
included dispositions. The writings of Socrates, Plato, Aristotle, Matthew Lipman, Peter 
Facione, and Richard Paul focus on the qualities and characteristics of a person rather 
than the behaviors or actions the critical thinker can perform (Facione, 1990; Lewis & 
Smith, 1993; Paul, 1992; Thayer-Bacon, 2000). One limitation of this approach to defining 
critical thinking is that it does not provide clear pedagogical value. That is, emphasizing 
traits or dispositions as part of critical thinking obfuscates the notion of critical thinking 
as a skill that that can be developed through instruction. Some evidence suggests that 
although having a disposition to think critically may increase the probability that a 
person does think critically in any given situation, it does not appear to have an effect 
on whether that person can learn to think critically. For example, Heijltjes, Van Gog, 
Leppink, and Paas (2014) found that students with high values on dispositions such as 
open-mindedness and enjoyment of effortful cognitive activity were no more (nor less) 
likely than those with low values of those dispositions to benefit from critical-thinking 
skills instruction. Thus, our framework does not include critical-thinking dispositions.

These two aspects of our framework distinguish it from previous work on critical thinking. 
The Pearson Critical-Thinking Framework (see Table 1) includes four main dimensions:

1. systems analysis;

2. argument analysis;

3. creation;

4. evaluation.
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SKILL DESCRIPTION EXAMPLE BEHAVIORS RELATED SKILLS

Systems analysis Identifying and determining the 
relationships between variables 
to understand a system

Identify variables

Test hypotheses 

Control for third variables  

Troubleshooting

Systems thinking

Problem-solving

Scientific reasoning

Analysis

Hypothesis-testing

Argument analysis Drawing logical conclusions 
based on data or claims.

Identify claims to 
support a position

Avoid cognitive biases 
(e.g., confirmation bias)

Draw valid conclusions 
from a data analysis

Deduction

Induction

Problem-solving

Reasoning

Decision-making

Data and information literacy

Inference

Data analysis

Creation Creation of a strategy, theory, 
method, or argument based 
on a synthesis of evidence

The artifact that is created goes 
beyond the information at hand 

Provide arguments from 
multiple perspectives 
in a synthesis

Develop a new tool to test 
compounds in a solution

Synthesis

Computational thinking

Dialectic debating

Designing

Planning

Evaluation Judgment of the quality of 
procedures or solutions.

Involves criticism or a work 
product using a set of standards 
or specific framework

Use an ethical framework 
to judge if a business is 
violating ethical principles in 
their accounting records

Determine if an electrical 
installation in a home meets 
a standard of safety

Criticism

Auditing

Appraisal

Authentication

DEFINITIONS AND MODELS

SYSTEMS ANALYSIS
Systems analysis involves identifying variables within a system and determining 
the relationships between variables in a closed system. Systems analysis involves 
independent manipulation of variables, each associated with consequences in 
environments that may change dynamically (Funke, 2003). Whether it be troubleshooting 
a faulty modem or determining how a remote control works, systems analysis 
attempts to understand the relationship between variables in a closed system.

Table 1 Pearson Critical-Thinking Framework with example behaviors and related skills.



- 11 -

In many respects, systems analysis is similar to what researchers call problem-
solving. The problem-solving literature is large but does not often delve deeply 
into specific cognitive processes used to solve problems, which makes it difficult 
to teach and assess. Troubleshooting, one type of problem-solving (Jonassen 
& Hung, 2006) does have more clearly defined elements, including:

 �   domain knowledge (general principles related to system);

 �   system or device knowledge (knowledge specifically about the device type);

 �   visual-spatial knowledge (memory of where parts are);

 �   procedural knowledge (routine rules on how to 
manipulate components in a system);

 �   strategic knowledge (how to perform tests and information-gathering activities);

 �   experiential knowledge (historical knowledge of past solutions).

For example, an expert IT mechanic is able to deeply understand a system as a function of

1.   rich domain knowledge about principles of hardware and software;

2.   familiarity with the target device in terms of the location of all 
of the components (motherboard, hard drive, RAM);

3.   visual-spatial knowledge about where the hardware parts are;

4.   procedural knowledge of flow states between, for example, 
RAM and the ROM and the reasons for changes in them;

5.   strategic knowledge on how to test the hard drive in isolation;

6.   experience with a variety of situations where a hard-drive 
failure is really a short circuit in the motherboard.

Thus, systems analysis is the process of problem-solving 
that seeks to understand how a system works.

ARGUMENT ANALYSIS
Argument analysis involves drawing conclusions based on evidence. Analysis 
of arguments involves breaking information down into their component parts, 
identifying claims and evidence, clarifying information needed to make a 
decision, and determining whether a conclusion is supported by evidence or logic 
(Facione, 1990). Argument analysis can also involve making conclusions based 
on data or data analysis. It is important to contrast analysis of arguments with 
construction of arguments, which we consider to be a part of the skill creation.

CREATION
Creation involves the production of a communication, proposed set of operations, 
or derivation of a set of abstract relations (Bloom et al., 1956). Specifically, the 
proposed set of operations can be an argument, method, procedure, algorithm, or 
formal mathematical equation. Creation comes from Anderson and Krathwohl’s 
(2001) revision to Bloom’s original taxonomy and corresponds to what was 
originally called synthesis. Accordingly, creation requires one to integrate 
disparate pieces into a new and coherent whole. The artifact that is created goes 

DEFINITIONS AND MODELS
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beyond the information at hand. Examples include creating an argument around 
global warming or designing an experiment to test the relationship between two 
variables. Creation requires either systems analysis or argumentation analysis.

For example, creation of arguments can involve resolution of differences 
of opinions, questions, and issues in critical discussions (Jonassen & Kim, 
2010). From this perspective, learners build arguments to support a position, 
consider and weigh arguments, and clarify uncertainties in order to achieve 
a deeper understanding of complex issues (Cho & Jonassen, 2002).

EVALUATION
Evaluation is the judgment of the quality of procedures or solutions (Bloom et al., 
1956). Evaluation is often a criticism of work products with respect to their credibility, 
relevance, and the potential for omissions or and bias (Facione, 1990). Evaluation involves 
progressing beyond merely identifying the source of propositions in an argument to 
actually examining the credibility of those identified sources using established standards 
(Bloom et al., 1956). Examples include reviewing an expense report according to 
accounting standards and ensuring a building permit followed safety codes (based on 
a standard). Evaluation requires either systems analysis or argumentation analysis.

Skills Related to Critical Thinking

There are many skills mentioned in the literature that can be seen as related to critical 
thinking. We review cognitive biases, computational thinking, systems thinking, and 
data literacy and describe how they are related to or accounted for in our framework.

AVOIDING COGNITIVE BIASES
Daniel Kahneman has studied cognitive biases extensively over his fifty-year career. 
Kahneman’s 2011 book, Thinking, Fast and Slow, summarizes research that he conducted 
over the decades. The book highlights several decades of research suggesting that 
people place too much confidence in human judgment. Much of the book focuses 
on cognitive biases and how they influence our decision-making. For example, 
confirmation bias is the tendency to seek information that aligns with and confirms 
our preexisting beliefs. These types of biases are what critical thinking seeks to guard 
against; by improving argument analysis skills, for example, we hope to prevent people 
from unconditionally accepting the argument that agrees with their point of view.

Cognitive biases are related to the critical-thinking skill of argumentation 
analysis since they can impede a learner from reaching valid conclusions. 
The Pearson Critical-Thinking Framework does account for cognitive bias 
since this behavior could be a result of faulty logic in an argument.

COMPUTATIONAL THINKING
Computational thinking entails “solving problems, designing systems, and understanding 
human behavior, by drawing on the concepts fundamental to computer science” 
(Wing, 2006, p. 33) and represented in a form that can be effectively carried out 
by an algorithm (Wing, 2011). The following skills are now widely accepted as 
comprising computational thinking and form the basis of curricula that aim to 
support its learning as well as assess its development (Grover & Pea, 2013):

 �   abstractions and pattern generalizations;

 �   systematic processing of information;

DEFINITIONS AND MODELS
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DEFINITIONS AND MODELS

 �   symbol systems and representations;

 �   algorithmic notions of flow of control;

 �   structured problem decomposition (modularizing);

 �   iterative, recursive, and parallel thinking;

 �   conditional logic;

 �   efficiency and performance constraints;

 �   debugging and systematic error detection.

Computational thinking holds some similarities to the systems analysis critical-
thinking skill since it focuses on efficiency in solutions and debugging and 
breaking down problems into smaller pieces. There is also an aspect of argument 
analysis as it relates to understanding rules of logic. There are also similarities 
to creation since it involves creation of a solution to a problem (in the form of 
code). However, the Pearson Critical-Thinking Framework does not include skills in 
computational thinking referring to domain knowledge around programming.

SYSTEMS THINKING
Systems thinking is defined as a holistic perspective that sees the world as increasingly 
interconnected, from elemental components to complex systems of activity (e.g., 
Sweeney & Sterman, 2007). Systems thinking involves deep understanding of the 
underlying social, natural, and technological relationships in a closed system.

Systems thinking holds many similarities to the critical-thinking skill of 
systems analysis in that they both focus on understanding systems as a 
whole not just the relation between particular parts. The Pearson Critical-
Thinking Framework accounts for skills in systems thinking.

INFORMATION AND DATA LITERACY
Information literacy, is the ability to “recognize when information is needed and 
have the ability to locate, evaluate, and use effectively the needed information” 
(Association of College and Research Libraries, 2015). Other information-literacy 
standards include the Partnership for 21st Century Learning’s Framework for 21st 
Century Learning (P21, 2015), which includes categories of information literacy, 
media literacy, and information and communications technology (ICT) literacy.

Calzada Prado and Marzal (2013) propose the following five data literacy standards:

1.   understanding data;

2.   finding and/or obtaining data;

3.   reading, interpreting, and evaluating data;

4.   managing data;

5.   using data.

There is some overlap between the skills of information literacy and argument 
analysis, particularly encouraging learners to be skeptical of claims, to question 
the credibility of information sources, and to be aware of the ways in which an 
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author’s point of view can affect how information is communicated. Data literacy 
holds many similarities to argument analysis in that they both focus on building 
arguments with data. The Pearson Critical-Thinking Framework accounts for the 
skills in data and information literacy including locating data or information sources, 
managing data and information, and ethical citation of information sources.

Development of Critical Thinking

Given all of the definitions of critical thinking described here, it is perhaps not surprising 
that there is not a universally accepted description of progression of critical-thinking 
skills. Kuhn (1999) focused on the development of the ability to think about one’s own and 
others’ thoughts. She notes that somewhere between the ages of three and five, children 
begin to understand that what someone says is a statement of what they believe. That 
is, they develop the ability to understand that there is an internal universe of beliefs. 
Children also develop the idea that there can be false beliefs and that beliefs are not 
just mental copies of reality. However, even by eight years of age, children still struggle 
with the notion that two people could look at the same piece of evidence and reach 
different conclusions. This difficulty of thinking about the role of people in constructing 
their own knowledge persists through adolescence and sometimes into adulthood. They 
stay at what Kuhn terms an “absolutist” stance in which disagreements about claims can 
be resolved by going back and observing the evidence or appealing to authority. From 
here, people may end up believing that everyone has an opinion and that all opinions 
are equal, or they may progress to an “evaluative” stance in which claims can be weighed 
on the basis of their evidence in a process of judgment, evaluation, and argument. In 
this view, critical thinking is the method by which sound claims can be determined.

Looking at more specific skills, in systems analysis, a review of the literature 
conducted by Cheng, Ructtinger, Fugii, and Mislevy (2010) revealed a three-
stage trajectory. At each stage, individuals developed further in three areas:

1.   system characteristics;

2.   reasoning about systems;

3.   modeling systems.

For example, in the initial stage, individuals have difficulty recognizing that 
there may not be a singular causal force underlying a system. This progression 
posits that the initial stage is likely to last through middle school, on average. 
Across later stages they come to understand both that multiple variables can 
impact an outcome and also that a single variable can have multiple outcomes. 
It is proposed that the second stage is displayed throughout most of high 
school, with the third stage developing in the post-secondary period.

Similarly, in argumentation, researchers at the Educational Testing 
Service (Song, Dean, Graf, & Rijn, 2013) have proposed a five-level learning 
progression. At each level, they describe the development of four skills:

1.   social appeal building;

2.   argument building: taking a position;

3.   argument building: reasons and evidence;

4.   discourse: framing a case.

DEFINITIONS AND MODELS
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The first stage of the progression is thought to begin at the kindergarten level, with 
the drawing, dictating, and writing of pieces in which they express an opinion or 
preference. However, it is not until sixth grade that students move to writing arguments 
with relevant evidence, which is the second level in the progression. This progression 
of moving from expressing opinion to supporting an argument’s claim with evidence 
is also consistent with the English Language Arts standards of the Common Core.

Image by Marcela Robles Villela
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Teaching Critical Thinking
If we believe there are progressions of critical-thinking skills, we then want to 
understand how to move students along that progression. There are efforts to 
teach critical thinking generally in both K-12 and post-secondary environments. 
We will review research evaluating the effectiveness of those efforts and then 
look at efforts related to teaching specific subskills of critical thinking.

General Approaches to Teaching Critical Thinking

Many studies in both K-12 and higher-education settings compare the effects of 
different instructional models on the development of general critical-thinking 
skills, using Ennis’s 1989 framework to categorize and contrast approaches:

 �   General: This approach to teaching critical thinking is usually typified by 
separate, stand-alone critical-thinking courses that are divorced from 
any particular discipline or domain and that explicitly teach critical-
thinking principles outside of any particular subject-matter content.

 �   Infusion: This approach involves explicitly teaching principles of critical 
thinking embedded in specific subject-matter content within a discipline.

 �   Immersion: This approach does not explicitly teach critical-thinking skills; 
rather, there is an assumption that students will naturally develop critical 
thinking as a result of exposure to high-quality instruction in the discipline.

 �   Mixed: A hybrid approach, combining elements of both the general 
approach and either the infusion or immersion approach. Students 
receive explicit instruction in critical thinking as a separate thread 
of a larger course or program in the discipline or domain.

Abrami et al. (2008) conducted a meta-analysis of 117 studies of critical-thinking 
interventions targeting learners in K-12 and higher education as well as adult learners 
outside of school settings. The average effect size of these interventions was 0.341, 
although there was significant heterogeneity in effect sizes across studies. Follow-up 
analyses indicated that effect sizes were significantly larger for K-12 students than for 
undergraduates. In addition, mixed instructional approaches, in which critical-thinking 
skills are taught as a stand-alone topic or module within discipline- or subject-specific 
courses, were the most effective, whereas immersion approaches were the least effective. 
Moreover, interventions were more effective when instructors received extensive training 
to teach critical thinking and when frequent classroom observations of critical-thinking 
teaching practice were conducted. Finally, interventions employing collaborative learning 
approaches enjoyed a slight advantage over those that did not use group learning.

Teaching Critical Thinking in K-12

Many researchers have noted that critical-thinking skills are unlikely to develop 
in the absence of explicit instruction (Abrami et al., 2008, Facione, 1990, Halpern, 
1998). The question then becomes: What should that instruction look like?

Published K-12 studies primarily use an infusion approach, specifically teaching critical-
thinking skills in the context of a particular topic. A number of studies showed positive 
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effects with this approach on critical thinking within that domain, but not on a more 
generalized measure of critical thinking. For example, students in a history class who 
received two weeks of instruction on generalization of ideas from historical events 
improved on their ability to generalize but showed no differences from the control group 
on a generalized measure of critical thinking. Similarly, a group of science researchers 
(Zohar & Tamir, 1993) found that students who completed specific activities to address 
ten elements of critical thinking in biology then performed better on an assessment of 
those elements than students who did not complete those activities. However, there 
was no difference between the groups on a general measure of critical thinking.

In a rare study of a general approach to teaching critical thinking to secondary-
school students (Marin & Halpern, 2011), those who participated in a web-
based critical-thinking workshop outperformed students who received training 
embedded in a class and students who did not receive training on a measure of 
general critical thinking. It is possible that these results are due to the fact that 
more generic critical-thinking instruction is more aligned to the more generic 
assessments of critical thinking, which results in the better performance.

Instruction in a particular domain is no guarantee of success in improving critical-
thinking skills even within that domain. While the science study above found positive 
results, a separate study (Germann, 1989) used directed inquiry methods to teach 
experimental group students both science process skills and scientific problem-
solving without measurable success. After an entire year of instruction in the 
curriculum there was no difference between the experimental group and the control 
group on science process skills or critical thinking. There are enough differences 
between the two studies that it is impossible to identify whether it is the student 
population, the instructional method and activities, or the outcome measures that 
resulted in competing findings. However, it is clear that focusing on teaching inquiry 
skills in science in and of itself is not sufficient to improve critical thinking.

SIMPLE INTERVENTIONS
Both of the science inquiry intervention studies above involved activities and 
combinations of teaching strategies. There is some evidence that smaller changes can 
improve skills. A qualitative study of a single elementary classroom conducted over two 
years indicated that as the classroom teacher moved questioning from factual recall to 
divergent questioning, students made more claims and supported those claims with 
strong evidence as well as refuting claims based on evidence (Martin & Hand, 2009).

SMALL-GROUP DISCUSSION
One technique with promise is using small-group discussions to teach critical thinking, 
particularly with elementary-aged children. (It is relatively untested in secondary 
classrooms.) In two separate studies by the same research group (Hudgins & Edelman, 
1988; Riesenmy, Mitchell, Hudgins, & Ebel, 1991), one with fourth- and fifth-graders and 
the other with fifth- and sixth-graders, students in an experimental group engaged in 
eight to twelve small-group sessions where they learned and practiced “self-directed 
critical-thinking” skills. This involved both cognitive and motivational aspects of critical 
thinking. Students then individually completed problem-solving tasks. Students who 
had received the instruction used the skills more, used more information to solve the 
problem, and had higher-quality solutions than students who were not given instruction.

Separately, another research team sought to particularly address analysis of arguments 
(Klein, Olson, & Stanovich, 1997). Students in the experimental group read, wrote, and 
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discussed arguments in small groups. The researchers also compared instruction on 
argument components with instruction on organizing argument elements. Students in all of 
the experimental groups subsequently performed better on an assessment of evaluating 
arguments and showed transfer of that skill from social-science to science problems.

Unfortunately, across the literature there are few other common 
instructional techniques that have shown to be effective in increasing 
critical thinking among primary and secondary students.

Higher Education

There is a large body of literature looking at the effects of the aggregate college 
experience on student cognitive development (e.g., Gellin, 2003, Loes, Pascarella, 
& Umbach, 2012; Pascarella & Terenzini, 2005). According to this literature, the 
college experience includes both the direct effects of instruction and social 

SPECIFIC INSTRUCTIONAL MODELS
There are also numerous studies documenting critical-thinking interventions 
carried out in college courses across a wide variety of disciplines. These studies 
often borrow Ennis’s (1989) instructional models framework for comparing and 
contrasting different intervention types. For example, Behar-Horenstein and Niu 
(2011) reviewed forty-two empirical studies describing critical-thinking interventions, 
noting that a lower percentage of studies employing the immersion approach found 
significant gains in critical-thinking skills compared to the general, infusion, or 
mixed approaches. The authors also found mixed results for different instructional 
methods (e.g., concept mapping, problem-based learning), with no one instructional 
method showing consistently positive results. They did, however, conclude that, 
regardless of the instructional activities used, interventions lasting fewer than five 
months were unlikely to yield significant improvements in critical-thinking skills.

In a follow-up study, Niu, Behar-Horenstein, and Garvan (2013) meta-analyzed 
thirty-one quantitative studies examining the effect of instructional interventions 
on college students’ critical-thinking skills. The overall effect size for such 
interventions was 0.195, with significant variability in effect sizes across studies. 
Effect sizes varied by discipline and duration, with interventions lasting fewer 
than twelve weeks less effective than those lasting longer than twelve weeks.

Rimiene (2002) describes a stand-alone, semester-length course focused on teaching 
critical thinking that featured an “active learning” pedagogical approach. The course 
explicitly taught critical-thinking principles and criteria and engaged students in 
problem-solving. Learning activities included brainstorming, reflexive writing, active 
listening, “purposeful research,” class discussion, debates, and projects. Rimiene (2002) 
found that students randomly assigned to this course demonstrated significant gains 
in analysis, evaluation, inference, inductive reasoning, and deductive reasoning from 
pretest to posttest, whereas a control group that did not take the course, and thus did 
not receive explicit critical-thinking instruction, demonstrated no such improvements.

Problem-Based Learning

It is argued that efficient problem-solving is among the most important skills to learn 
( Jonassen, 1997). One commonly used approach to teaching problem-solving in the college 
classroom is problem-based learning (PBL). For example, Carriger (2016) explored the 
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effectiveness of a PBL approach to teaching critical-thinking skills in the context of an 
undergraduate management course. In this study, principles of PBL instruction included:

 �   The instructor acts as a facilitator rather than a sage handing down wisdom.

 �   The process of problem-solving follows a carefully structured script.

 �   Real-world, ill-structured problems provide context.

 �   Learning is collaborative.

 �   Learning is assessed in relation to the explicitly stated course objectives.

Carriger (2016) compared the performance of students taught using a PBL approach to 
those taught either using a lecture-based approach or a hybrid approach (which combined 
shorter lectures with briefer ill-structured problems). Results suggested that students in 
both the PBL and the hybrid format demonstrated higher critical-thinking performance 
than did students in the traditional lecture format, with the hybrid format also fostering 
better knowledge acquisition of course concepts, particularly for low-achieving students.

Similarly, Zabit, Karagiannidou, and Zachariah (2016) compared the use of a PBL 
approach to a traditional, lecture-based approach in teaching critical-thinking 
skills to a group of economics undergraduates. Students were randomly assigned 
to either the PBL approach or to the traditional approach, and students’ critical-
thinking skills were assessed at the beginning, middle, and end of the semester. 
Although the researchers saw no significant differences in critical-thinking skills 
at the beginning or midpoint of the course, by the end of the semester, students 
exposed to the PBL approach significantly outperformed those in the traditional 
lecture condition, particularly with regards to inductive reasoning and analysis.

Şendağ and Odabaşı (2009) randomly assigned teacher candidates taking an 
online undergraduate course on technology-enhanced instruction to either a PBL 
approach or an instructor-centered approach to teaching. The PBL approach involved 
working through the following process with a set of ill-structured problems:

1.   Introduce the problem.

2.   Form groups.

3.   Brainstorm prior knowledge and opinions on the problem.

4.   Identify needed information to solve the problem.

5.   Make a plan.

6.   Execute the plan to solve the problem.

7.   Evaluate team performance.

The instructor-centered approach did not use these ill-structured problems 
but used more traditional types of teaching activities, such as instructor-set 
discussion questions and student reports. In addition, in the PBL approach, the 
teacher acted as the facilitator and guide, whereas in the instructor-centered 
approach, the teacher acted as expert and activity director. Researchers found 
that students assigned to the PBL group exhibited significantly higher gains at 
posttest than did students assigned to the instructor-centered approach.
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Kong, Qin, Zhou, Mou, and Gao (2014) meta-analyzed nine randomized controlled 
trials comparing the effectiveness of a PBL approach to traditional lectures 
in improving the critical-thinking skills of nursing students. In this study, PBL 
was defined as, “a student-centered approach to learning which enables the 
students to work cooperatively in small groups for seeking solutions to situations/
problems” (Kong et al., 2014, p. 459). The PBL process unfolded in five steps:

1.   analysis of the problem or scenario;

2.   establishment of learning objectives;

3.   information collection;

4.   information summarization;

5.   reflection.

The authors reported an overall effect size of 0.33, suggesting that PBL approaches 
to teaching critical thinking are more effective than are traditional lecture-based 
approaches, although outcomes may depend on the length of the intervention (with 
longer interventions being more effective) and the type of outcome measure used.

Walker and Leary (2009) conducted a meta-analysis comparing PBL to traditional lecture 
across eighty-two studies spanning a variety of disciplines. Across all studies, the overall 
effect size was 0.13, with significant heterogeneity in effect sizes. The authors found that 
outcomes varied by discipline, with larger PBL effect sizes observed for teacher education 
and social-science interventions than for science and engineering interventions. Effects 
favoring the PBL approach were also more dramatic for interventions using more ill-
defined problems and for studies in which the outcomes assessment targeted higher-level 
outcomes (application of concepts and principles to new contexts) rather than lower-level 
outcomes (defining or identifying concepts or articulating relationships between concepts).

Case Libraries

Experienced problem solvers in systems match new problems to prior experiences 
and apply those solutions (Aamodt & Plaza, 1994). Case libraries can serve as 
experiential knowledge and can be an effective form of instructional support 
for systems analysis ( Jonassen & Hernandez-Serrano, 2002). The case library 
can consist of potentially hundreds of experienced problem-solvers’ solutions. 
Rather than relying only on a theoretical description of a system, the learner can 
access the case library to gain insight into systems (Jonassen & Hung, 2006).

Hernandez-Serrano and Jonassen (2003) investigated the effects of providing access to a 
case library of related stories to help solve ill-structured problems around food product 
development. The experimental group accessed experts’ stories of similar, previously 
solved problems, while a second group of comparable students accessed fact sheets (story 
content), and the control group accessed text selected at random from a textbook dealing 
with issues unrelated to the stories. Experimental students outperformed the comparable 
and control groups on multiple-choice questions assessing processes related to problem-
solving (e.g., prediction, inferences, explanations). Performance on short-answer questions 
also assessing problem-related skills was not significantly different among the groups.

Worked Examples

Worked examples are instructional devices that typically model the process for 
solving a problem (Atkinson, Derry, Renkl, & Wortham, 2000). Worked examples can 
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highlight the subgoals of the problem (Catrambone & Holyoak, 1990), which may 
include identifying fault symptoms, constructing a system model, diagnosing the 
fault, generating and verifying solutions, and adding experiences to the personal 
cases (Chi & Van Lehn, 1991). Schwonke et al. (2009) investigated worked examples 
in a geometry cognitive tutoring system. Students with access to worked examples 
needed less learning time to obtain the procedural skill and conceptual understanding 
of geometry than did students who did not have access to the worked examples. Van 
Gog, Kester and Paas (2011) investigated the effectiveness of worked examples for 
learning how to troubleshoot with electrical circuits. The results of the study showed 
that students in the worked-example condition significantly outperformed students 
in the traditional problem-solving conditions. Additionally, higher performance was 
reached with significantly lower effort during training (Van Gog et al., 2011).

Worked examples are not appropriate for all learners. Learners with high domain 
knowledge might find worked examples redundant and thus may lose interest in this 
form of instruction. This has been described as the expertise reversal effect (Kalyuga, 
Ayres, Chandler, & Sweller, 2003). Renkl, Atkinson, and Maier (2000) suggest that worked 
examples should be faded over time and replaced with problems for practice. Thus, it is 
important to consider the prior knowledge of the learner when using worked examples.

Concept Maps

The concept map is a widely used instrument for learning complex systems (Rittle-Johnson, 
Siegler, & Alibali, 2001). This tool can be described as a graphical illustration of a knowledge 
concept consisting of central terms that are represented as nodes linked by labeled 
arrows. The arrows represent the quality and the direction between the nodes (Alpert, 
2006; Shemwell, Fu, Figueroa, Davis, & Shavelson, 2010). The process of constructing and 
evaluating concept maps for clarity, completeness, and accuracy is believed to support 
development of critical-thinking skills, and there is some empirical evidence to support 
this claim. For example, Yue, Zhang, Zhang, and Jin (2017) meta-analyzed eleven studies 
examining the effects of concept-mapping interventions on the critical-thinking skills of 
nursing students. The authors found that students who were taught to construct and use 
concept maps had significantly higher critical-thinking scores than did students in the 
control group, who were typically taught using more traditional, lecture-based approaches.

Teaching Specific Critical-Thinking Skills

ARGUMENT ANALYSIS
Argument analysis involves induction and deduction without creation of arguments. 
Thus, this might require taking an argument apart or judging whether a particular 
claim is supported but stops short of actually constructing arguments. Research 
suggests that both explicit approaches to teaching critical-thinking and collaborative 
learning arrangements may support development of argument-analysis skills.

Explicit Instruction

Penningroth, Despain, and Gray (2007, p. 153) describe a one-credit course specifically 
designed to improve students’ psychological critical thinking, defined as “the ability to 
evaluate claims (primarily for psychological issues) by applying scientific concepts,” such as 
experimenter bias, correlation versus causation, and the notion of confounding variables. 
The authors used an active learning approach that included several types of learning 
activities including small-group activities, class discussions in small sections, frequent 
quizzes, and a final writing assignment (which involved comparing the results from several 
studies to evaluate a general claim). Working in groups, students were required to evaluate 
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a set of findings from a behavioral research study to identify the methodological flaw, 
identify potential confounds, or suggest improvements to the research design. In the 
final writing assignment, students had to evaluate the veracity of a given psychological 
claim based on the quality of the supporting evidence. The authors found that although 
both students in the critical-thinking course and students in a comparable psychology 
course with very little explicit critical-thinking instruction demonstrated significantly 
higher psychological argument analysis scores at posttest compared to pretest, the 
effect size for the treatment group was larger, and they significantly outperformed their 
control group counterparts in identifying flaws in a set of claims linked to evidence.

Bensley and Spero (2014) implemented what they called a “direct infusion” approach to 
teaching critical thinking, which included explicitly teaching critical-thinking principles 
embedded within subject-matter knowledge in a cognitive psychology course through 
the use of examples, guided instruction, direct instruction, and formative assessment 
and feedback on critical-thinking performance. The authors used several critical reading 
and argumentation exercises that required students to complete a short reading from 
the textbook on some aspect of cognitive psychology (e.g., whether flashbulb memory is 
accurate), to analyze and evaluate the strength of the evidence on this issue, and to draw an 
inductive conclusion on the basis of that evidence. Results suggest that the direct infusion 
group made significantly greater gains in argument-analysis skills (recognizing kinds of 
evidence, evaluating evidence, distinguishing arguments from non-arguments, identifying 
assumptions, drawing appropriate inductive conclusions from research) compared to a 
control group receiving direct infusion of instruction on memory improvement and another 
group who received traditional instruction focused on content knowledge acquisition.

In a study designed to explore how students can be trained to avoid biased reasoning 
in drawing conclusions, Heijltjes et al. (2014) tested the effectiveness of explicit 
instruction in biased reasoning and fallacies. The authors found that all three groups 
receiving explicit instruction significantly outperformed students in the control 
group on both an immediate critical-thinking posttest as well as a delayed critical-
thinking posttest administered three weeks later, but only on the types of probabilistic 
reasoning tasks that had been practiced. There was no difference in the treatment 
and control-group performance on other reasoning task types that had not been 
practiced (e.g., syllogistic reasoning, framing). The authors conclude that practice of 
critical-thinking skills is necessary in order for explicit critical-thinking instruction to 
yield learning gains. Interestingly, students never received feedback on their practice-
task performance, which suggests that the combination of explicit instruction and 
practice can be effective for analysis of arguments, even without feedback.

Collaborative Learning

Several studies have examined links between cooperative or collaborative learning 
environments and general critical thinking or problem-solving in college students 
(e.g., Cabrera, Colbeck, & Terenzini, 2001; Quitadamo, Brahler, & Crouch, 2009). 
Recently, Loes and Pascarella (2017) administered a pretest and posttest measure 
of critical thinking to students at the beginning and end of their first year in college 
across 1,455 students from across nineteen different US institutions. Students were 
asked to indicate the extent to which they were exposed to collaborative learning 
environments and found that for low-achieving white students participation 
in collaborative learning significantly improved their argument-analysis skills 
relative to students who did not have collaborative learning experiences.
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SYSTEMS ANALYSIS
Systems analysis involves understanding the relationship between variables in a closed 
system. Research suggests that several approaches to teaching systems analysis, such 
as procedural approaches (providing a sequence of actions), conceptual approaches 
(emphasizing a theoretical understanding of the system), and rule-based approaches 
(following a set of rules for solving problems), are not particularly effective (see Jonassen 
& Hung, 2006). However, the use of simulations may be a promising approach.

Simulations

Simulations can be defined as a technology modeling a system or a process where 
a user can manipulate parameters in the system (De Jong & Van Joolingen, 1998). 
Processes, systems, or functions of real-life phenomena are simulated in an authentic 
manner to enable understanding of a system or device (Mayer, Dale, Fraccastoro, & 
Moss, 2011; Siewiorek, Gegenfurtner, Lainema, Saarinen, & Lehtinen, 2013). Johnson 
and Rouse (2001) found that practice on computer simulations resulted in learning 
that was comparable to that achieved through traditional lecture. And higher learning 
gains are achieved when simulations demonstrate high fidelity, or a high degree of 
similarity, to the physical systems they are designed to represent (Allen, Hayes, & 
Buffardi, 2001; Johnson & Norton, 1992). For example, Park and Gittelman (1992) found 
that an animated simulator teaching electronics troubleshooting resulted in shorter 
learning times and fewer trials than a static simulator. Lovelace, Eggers, and Dyck 
(2014) found that exposing business undergraduates to two different team-based 
simulations, both representing complex business systems, demonstrated significant 
gains in their ability to analyze a business case and to make a clear recommendation 
regarding the appropriate course of action, taking into consideration the implications 
and consequences of those actions within hypothetical business contexts.

CREATION
Creation involves construction of an artifact by synthesizing and 
integrating disparate pieces into a new, coherent whole.

Argumentation

Most of the research on teaching argument creation falls under formal argumentation, 
where learners construct arguments and exchange them in dialogues to resolve 
different standpoints on the issues to find solutions for complex problems (Baker, 
2003; Kollar et al., 2007; Stegmann et al., 2012). The dialectical form of argumentation 
– arguing both sides of an issue – is often used (Noroozi, Weinberger, Biemans, 
Mulder, & Chizari, 2012) to enable learners to perceive multiple perspectives in 
an argument (Jonassen & Kim, 2010). Dialectical argumentation in practice refers 
to expressing all possible evidence to support opposing claims, which are then 
clarified, contested, and refined through critical dialogue (Ravenscroft, 2011).

Exposure to dialectic argumentation has been argued to contribute to the skill of 
argument construction (Kuhn, Hemberger, & Khait, 2015; McAllister, Ravenscroft, 
& Scanlon, 2004). Supporting this notion, O’Keefe (1998) ran a meta-analysis of 
107 studies on argumentation, revealing that reading dialectic arguments resulted 
in creation of more persuasive arguments than reading non-dialectic arguments. 
Additionally, Nussbaum and Kardash (2005), found that by including a counterarguments 
prompt, students significantly increased the number of counterarguments and 
rebuttals compared to those students who received no such prompt. Nussbaum 
and Schraw (2007) created two treatments to test argumentation instruction:

TEACHING CRITICAL THINKING



- 24 -

1.   a graphical organizer on how to structure an argumentative essay;

2.   an explicit instruction in argumentative writing.

Both treatments had a positive effect on production of counterarguments and 
rebuttals. Specifically, the explicit instruction was found to be more effective 
in counterargumentation production than the graphic organizer.

Computer-supported collaboration scripts (CSCLs) support collaborative argumentation 
and argumentative knowledge construction in digital environments (see Noroozi et al., 
2012, for a review of features of CSCLs). CSCLs provide detailed and explicit guidelines 
for small groups of learners around argumentative knowledge construction (Weinberger, 
Stegmann, & Fischer, 2007). Prompts are also given to provide learners with guidelines, 
hints, and suggestions to facilitate effective argumentation strategies (Ge & Land, 2004; 
Noroozi et al., 2012; McAllister et al., 2004). In a CSCL interface, the student is prompted to 
enter a claim, rationale for the claim, and limitations of the claim. This information is then 
shared with other students via a discussion board to facilitate collaborative argumentation. 
There is empirical evidence that CSCL can improve the construction of counterarguments 
(Nussbaum, Hartley, Sinatra, Reynolds, & Bendixen, 2004) and sound arguments (Yiong-
Hwee & Churchill, 2007), quality of argumentation in transfer tasks after training (Jermann 
& Dillenbourg, 2003; Stegmann, Weinberger, & Fischer, 2007; Schellens, Van Keer, De Wever, 
& Valcke, 2007; Weinberger et al., 2007), and co-construction of arguments with peers 
(e.g., Rummel, Spada, & Hauser, 2009; Schellens et al., 2007; Weinberger et al., 2007).

Other researchers have shown explicit writing instruction around identifying 
claims and evidence in writing can improve critical thinking. Bensley and 
Haynes (1995) provided students with a “thinking frame” for structuring their 
argumentative thinking and writing. This template required students to

1.   identify the claim used in an argument;

2.   evaluate the evidence supporting or refuting the claim;

3.   draw and substantiate a conclusion about the truth of the claim.

The authors found that students trained to use these templates performed significantly 
better on a persuasive writing assignment at posttest than students not using the 
template. Angeli and Valanides (2009) investigated writing strategies such as analyzing 
the problem, generating solutions, developing the reasoning for each solution, 
deciding which is the best solution, and using criteria to evaluate one’s thinking. Results 
demonstrated that students assigned to the writing strategy significantly outperformed 
those in the control group on their ability to construct a coherent written argument.

Finally, Blessing and Blessing (2010) describe an Intro to Psych assignment called 
“PsychBusters,” modeled after the popular television show MythBusters, which 
requires students to work in teams of three to research a specific psychological 
myth or misconception (e.g., “listening to Mozart makes you smarter”), explain the 
basis for the myth, evaluate evidence supporting or refuting the myth, and make 
a decision as to whether the myth is “confirmed,” “plausible,” or “busted.” The 
authors found that students randomly assigned to a course using this assignment 
significantly improved their ability to create an argument from pretest to posttest, 
whereas students in the other course showed no such improvement.
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Summary of Teaching Critical Thinking

Critical-thinking instruction has been studied extensively over the past twenty years, 
resulting in several meta-analyses comparing a variety of critical-thinking instructional 
approaches (e.g., PBL, immersion). The focus of much of this research has been 
primarily on argument analysis and argument creation showing favorable results of 
instruction on persuasive writing and avoiding fallacies. Research is growing around 
teaching systems analysis as a result of advances in technology around simulations.
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Assessing Critical Thinking
Learning often involves deliberate practice through repeated interactions with learning activities 
(Ericsson, 2016). Similarly, learning how to think critically involves practice. In order to maximize 
learning, we need assessments that properly elicit or require critical thinking. In this section, we 
review published measures of domain-general critical-thinking skills. Then we explore ways of 
thinking about designing and scoring critical-thinking tasks within a particular discipline.

Domain-General Measures

There are a variety of published measures that seek to assess 
generalized critical-thinking skills. These include:

 �   California Critical Thinking Skills Test (CCTST);

 �   Halpern Critical Thinking Assessment (HCTA);

 �   Watson–Glaser Critical Thinking Appraisal (WGCTA; Watson & Glaser, 1980);

 �   Ennis–Weir Critical Thinking Essay Test (Ennis & Weir, 1985);

 �   Cornell Critical Thinking Test (CCTT; Ennis, Millman, & Tomko, 1985);

 �   ETS Proficiency Profile (EPP; ETS, 2010);

 �   Collegiate Learning Assessment+ (CLA+; Zahner, 2013);

 �   Collegiate Assessment of Academic Proficiency (CAAP Program Management, 2012).

The CAAP, CCTST, and WGCTA exclusively use selected-response items such as multiple-
choice or Likert-type items, while the EPP, HCTA, and CLA+ use a combination of multiple-
choice and constructed-response items. The Ennis–Weir test is an essay-only test.

Kobrin, Sato, Lai, and Weegar (2016) conducted an alignment study comparing the 
constructs assessed by eight published critical-thinking assessments to a definition of 
critical thinking that included cognitive, metacognitive, and dispositional components. 
The authors concluded that the published measures appear to be adequately 
aligned to the cognitive components, particularly identifying central issues and 
assumptions, but are rather poorly aligned to both the dispositional and metacognitive 
components. In terms of performance complexity, nearly all the items reviewed on 
these assessments required learners to process and use information in order to render 
a judgment about whether a particular inference or claim was supported. However, 
owing to limitations in the item-types used (five of the eight assessments relied 
exclusively on selected-response formats), few items required learners to generate 
their own inferences and conclusions. Thus, published measures of general critical-
thinking skills may assess only limited aspects of what it means to think critically.

At the same time, published measures may be tapping general cognitive ability rather 
than critical thinking. Liu et al. (2014) reviewed some of the more recent validity studies 
for published tests of critical thinking, which show positive moderate correlations with 
general standardized tests, course grades, GPA, and job performance and negative 
correlations with reported negative life events. However, critics of these general 
measures argue that they may not be measuring distinct skills from cognitive ability 
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(Liu et al., 2014; Kuncel, 2011). For example, Liu et al. (2014) 
point out that because some of these studies do not control for 
potential confounds, it may be overall cognitive ability rather 
than critical-thinking skills that is driving these relationships.

There are also psychometric limitations to published measures. 
Because of the multifaceted nature of critical thinking, many 
published assessments include multiple subscales. The 
advantage of subscale scores is that they can provide more 
diagnostic information about specific skills. However, subscale 
scores are sometimes highly correlated and therefore difficult 
to distinguish. For example, Bernard et al. (2008) conducted 
a meta-analysis on the WGCTA and found that the subscale 
scores (inference, recognition of assumptions, deduction, 
interpretation, and evaluation of arguments) were difficult to 
statistically differentiate. In addition, Leppa (1997) found that 
the subscale scores of the CCTST (analysis, evaluation, inference, 
deduction, induction) had low internal consistency. And although 
published measures that offer at least some constructed-
response activities have the potential to improve the authenticity 
of the assessment compared to those that rely exclusively on 
selected response, the downside of these activities is that they 
tend to have lower levels of reliability than selected-response 
items (Liu et al. 2014; Lee, Liu, & Linn, 2011; Zahner, 2013).

Liu et al. (2014) recommend that future research should clarify 
the relationship between general, standardized measures of 
critical thinking and life outcomes (e.g., job success) beyond 
what is predicted by other cognitive assessments. However, 
we think it is equally if not more important to study how to 
design tasks that provide consistent results and that can be 
validly used to provide formative feedback to students about 
their critical-thinking skills within specific disciplines. Published 
measures may have a role to play as summative outcome 
measures – a means for demonstrating whether critical-thinking 
interventions have been successful. But we argue that embedding 
well-designed, discipline-specific, formative critical-thinking 
assessments into these interventions is crucial if we are to 
improve upon the effectiveness of critical-thinking instruction.

Evidence-Centered Design

Despite the availability of a wide variety of published critical-
thinking measures, educators may want to design their own 
assessments of critical-thinking skills. Such homegrown 
assessments can be better tied to learning objectives and 
subject matter than can published assessments of general 
critical thinking, providing both a closer match to the specific 
aspects of critical-thinking instructors want to target and a 
better measure of critical-thinking skills as they are practiced 
in a given discipline. Evidence-centered design provides a 
systematic framework for developing assessment tasks to 
elicit targeted skills (Mislevy, Steinberg, & Almond, 2003).

Critical Thinking in Practice
Filtering out biased or misleading information

Anita Woolfolk has been teaching educational psychology 
for over forty years. She has written several textbooks 
on educational psychology placing emphasis on 
critical thinking. One challenge in teaching educational 
psychology is demonstrating the relevance of the content 
to actual teaching practice. In her writing and teaching 
she has addressed this challenge using “What Would 
You Do?” case studies. Every chapter of her Educational 
Psychology (forthcoming) text begins with a case asking 
the readers, “What Would You Do?” followed by several 
critical-thinking questions. She begins with this case:

Imagine you are a teacher and assigned 

a research paper. As students start to 

ask questions you find more and more 

students are using the Internet for all their 

information. In itself, using the Internet 

is not bad, but the students appear to be 

completely uncritical about what they find 

on the Internet. “If it is on the web, it must 

be right” is the attitude of most students. 

Their first drafts are filled with quotes that 

seem very biased, with no sources cited 

or listed. It is not just that students don’t 

know how to reference their work. You are 

more concerned that they cannot critically 

evaluate what they are reading. And all they 

are reading is the Internet!

Assessments

How would you help your students evaluate the 
information they are finding on the Internet?

 �  Beyond this immediate issue, how will you help students 
think more critically about the subjects you are teaching?

 �  How will you take into account the cultural beliefs and values 
of your students as you support their critical thinking?
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The evidence-centered design (ECD) framework consists of three models:

1.   Student model: Define the claims to be made about learners’ competencies.

2.   Evidence model: Establish what constitutes valid evidence of the claim.

3.   Task model: Determine the nature and form of tasks that will elicit that evidence.

Therefore, a good task for critical thinking elicits behavior that provides evidence about key 
critical-thinking skills, and it must also provide principled interpretations of that evidence 
in terms that suit the purpose of the assessment. In short, the ECD approach provides a 
framework for developing assessment tasks that are explicitly linked to claims about skills 
via an evidentiary chain. In the sections that follow, we describe and provide examples of 
task model types and evidence model types commonly used to assess critical thinking.

In the context of critical thinking, the student model is typically the skills 
outlined in a particular framework (in the case of this paper: systems analysis, 
argument analysis, creation, and evaluation as described above). We will describe 
task and evidence models aligned to these skills in more detail below.

Assessment Task Models

Task models describe types of activities students can engage in that are likely 
to elicit evidence of critical thinking. Below we describe a number of task types 
and discuss the elements of critical thinking they have been used to assess.

WRITING TASKS
Writing is a multifaceted ability that requires language, organization and expression 
skills as well as domain knowledge (Foltz, 2015). In general, writing tasks are 
an effective way to elicit analysis, creation, and evaluation skills. It is a widely 
accepted view that writing can be a valid way to show proficiency in argumentation 
(Graham & Perin, 2007; Kuhn, 1999; Kuhn, Hemberger, & Khait, 2015).

One example of a writing task used to assess critical thinking can be found in the CLA+. 
In the CLA+, respondents are given evidence (e.g., documents) that must be critically 
synthesized and organized into supporting claims. Students must identify a course of 
action to resolve conflicting or competing viewpoints and provide an argument for their 
decision. Tasks allow different conclusions to be supported. Scores in the CLA are assigned 
to responses to individual prompts, as well as more holistically. Holistic dimensions include:

 �   use of relevant information;

 �   recognizing strengths and weaknesses of information;

 �   constructing arguments;

 �   acknowledging alternatives;

 �   writing quality.

Below is an example task from the CLA (retrieved from Arum & Roksa, 2011).

You are the assistant to Pat Williams, the president of DynaTech, a company that makes 
precision electronic instruments and navigational equipment. Sally Evans, a member 
of DynaTech’s sales force, recommended that DynaTech buy a small private plane (a 

You are the assistant to Pat 

Williams, the president of 

DynaTech, a company that 

makes precision electronic 

instruments and navigational 

equipment. Sally Evans, a 

member of DynaTech’s sales 

force, recommended that 

DynaTech buy a small private 

plane (a SwiftAir 235) that 

she and other members of the 

sales force could use to visit 

customers. Pat was about 

to approve the purchase 

when there was an accident 

involving a SwiftAir 235.
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SwiftAir 235) that she and other members of the sales force 
could use to visit customers. Pat was about to approve the 
purchase when there was an accident involving a SwiftAir 235.

Students are provided with the following resources:

 �   newspaper articles about the accident;

 �   a federal accident report on in-flight 
breakups in single-engine planes;

 �   Pat Williams’ email to her assistant and 
Sally Evans’ email to Pat Williams;

 �   charts on SwiftAir’s performance characteristics;

 �   an article from Amateur Pilot magazine comparing 
the SwiftAir 235 to similar planes;

 �   pictures and descriptions of SwiftAir models 180 and 235.

Students are then instructed to prepare a memo that 
addresses several questions, including what data support 
or refute the claim that the type of wing on the SwiftAir 
235 leads to more in-flight breakups, what other factors 
might have contributed to the accident and should be taken 
into account, and your overall recommendation about 
whether or not DynaTech should purchase the plane.

SIMULATION TASKS
A simulation-based assessment (SBA) is the use of a simulation 
for purposes of assessment. In general, SBAs are good candidates 
for eliciting systems analysis. Specifically, SBAs are simulations 
with specific problems that must be solved in the simulation 
environment (Behrens, DiCerbo, & Ferrara, 2012; DiCerbo & 
Behrens, 2012; Gegenfurtner, Quesada-Pallarès, & Knogler, 
2014). In the realm of systems-related SBAs, researchers have 
analyzed student performance in simulations in computer 
networking (e.g., West et al., 2010, Rupp, Nugent, & Nelson, 
2012; Levy, 2013), architecture (Braun, Bejar, & Williamson, 
2006), flood and fire damage control (Koenig, Lee, Iseli, & 
Wainess, 2010), medical diagnosis (Consorti, Mancuso, Nocioni 
& Piccolo, 2012; Margolis, & Clauser, 2006), decision-making 
in businesses (Siewiorek et al., 2010), dental practice (Mislevy, 
Steinberg, Almond, Breyer, & Johnson, 2001), urban planning 
(Rupp, Gushta, Mislevy, & Shaffer, 2010), and complex spatial 
reasoning (Ventura, Shute, Wright, & Zhao, 2013). While SBA 
is still a fairly new field, the research thus far supports its 
validity as an assessment approach. For example, Ventura et 
al. (2013) found that an SBA measuring large-scale spatial skills 
predicted academic performance in a STEM field better than an 
established pencil-and-paper assessment of the same skill.
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Critical Thinking in Practice
Put Yourself in Their Place

Another challenge noted by Woolfolk in teaching 
educational psychology is demonstrating the relevance 
of the content to actual teaching practice and to the 
lives of the readers. In her writing and teaching she has 
addressed this by asking students to “Put Yourself in 
Their Place.” From Woolfolk’s chapter on diversity:

Legal segregation came to an end in 1954. 

Take a moment to imagine you were living 

back then and the child described here was 

your own.

[In] the city of Topeka, Kansas, a minister 

walked hand in hand with his seven-year 

old daughter to an elementary school four 

blocks from their home. Linda Brown 

wanted to enroll in the 2nd grade, but the 

school refused to admit her. Instead, public 

school officials required her to attend 

another school two miles away. This meant 

that she had to walk six blocks to a bus 

stop, where she sometimes waited half an 

hour for the bus. In bad weather, Linda 

Brown would be soaking wet by the time 

the bus came; one day she became so cold 

at the bus stop that she walked back home. 

Why, she asked her parents, could she not 

attend the school only four blocks away?
(Macionis, 2003, p. 353)

Her parents’ answer to this question, with 

the help of other concerned families, was 
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DiCerbo and Behrens (2012) discuss several notable advantages 
of SBAs over other types of assessment activities (e.g., multiple-
choice questions). First, SBAs provide a much larger range of 
activities that can be used to elicit a large range of responses. 
More specifically, SBAs can offer the possibility to capture 
students’ process data as well as their product data. Product 
data can be regarded as the final work products that students 
produce during the simulation, whereas process data are log-file 
entries that indicate how students produced their work products 
(Rupp et al., 2012). Second, as a function of a larger amount of 
data collected on any given student, SBAs can produce more 
accurate estimates of key competencies. SBAs may also enjoy 
advantages over traditional paper-and-pencil assessments with 
respect to student engagement (De Klerk, Veldkamp, & Eggen, 
2011; Gegenfurtner et al., 2014; Ventura et al., 2013). Third, 
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to file a suit challenging the school policy. 

You know the outcome of the 1954 Brown v. 

The Board of Education of Topeka ruling. 

“Separate but equal” schools for Black 

children were declared inherently unequal.

Assessments

 �What would you do in this situation?

by improving the inferences we can make about a student, we can also improve the 
feedback we can provide on how to fix misconceptions or fill gaps in knowledge. Thus, the 
use of process data means that a student’s proficiency development can be measured 
throughout the learning experience (DiCerbo & Behrens, 2012; Shute & Ventura, 2013).

CONCEPT MAP TASKS
Concept maps represent the structure of knowledge in a domain (Erdogan, 2009; Schaal, 
Bogner, & Girwidz, 2010). In general, concept-mapping tasks are good at eliciting systems 
analysis and creation. These tasks allow students to illustrate complex relationships 
between concepts, which is difficult to do using traditional item types (Weinerth, Koenig, 
Brunner, & Martin, 2014). They can be utilized to assess complex knowledge structures 
in a variety of different subject areas (e.g., biology, chemistry, physics [Steiner, Albert, & 
Heller, 2007; Stoyanov & Kommers, 2008]). Moreover, concept maps have been shown 
to be particularly useful in diagnosing misconceptions (McClure, Sonak, & Suen, 1999). 
Concept maps are widely accepted as useful assessment tools in higher education (for 
a review, see Weinerth et al., 2014). There are two approaches to designing concept-
map tasks: high-directed, in which concepts and links are provided and students must 
simply slot entities and links into the correct spot on the map; and low-directed, where 
students must generate both the concepts and the links themselves (Ruiz-Primo, 2000).

Concept maps have traditionally been implemented as paper-and-pencil 
assessments. Computer-based concept maps offer several advantages in comparison 
with paper-and-pencil-generated concept maps (Weinerth et al., 2014):

 �   Students can more easily construct, modify, or maintain concept maps.

 �   Software can deliver real-time feedback around student-constructed maps.

 �   Teachers can provide students with constraints around concept-map construction.

 �   Concept maps can be scored automatically and objectively.

Problem Types for Critical Thinking

Whereas writing tasks, SBAs, and concept maps describe different broad approaches to 
eliciting some of the same critical-thinking skills, other researchers have conceptualized 
different problem types that vary according to their cognitive demands. For example, 
Jonassen (2011) provides a typology of problems that can be used to guide assessment 
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and instruction of critical thinking in specific disciplines. In Jonassen’s framework, 
the skills of critical thinking can be seen as a continuum of cognitive processes 
that are elicited to varying degrees by different problem types (see Table 2).
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Table 2 Problem types and critical-thinking skills elicited.

PROBLEM DESCRIPTION CRITICAL THINKING SKILL ELICITED

Story Require the learner to engage in a process of 
breaking up a story into relevant parts 

Generate the appropriate solution strategy and apply 
the solution strategy to generate an answer

Systems analysis

Creation

Rule Tend to have a clear purpose or goal that is constrained 
but not restricted to a specific procedure or method

Require that learners induce the rules governing 
how some system operates

Systems analysis

Decision-making Entail selecting from a set of alternatives and 
their associated consequences

Involve associated activities, such as generating additional 
alternatives and assessing the risks and benefits of alternatives

Argument analysis

Creation

Troubleshooting Require resolving goal state and current state discrepancies

Involves error detection in other contexts such as detecting errors in 
a written argument, mathematical calculation, or software code

Systems analysis

Strategic 
performance 

Entail real-time, complex activities 

Learners apply a number of tactical actions aimed 
at solving an ill-structured problem

Usually under time pressure 

Systems analysis

Policy Multiple positions and perspectives exist 

Include foreign policy, legal issues, and economic and development issues

Argument analysis

Systems analysis

Creation

Evaluation

Design Have vaguely defined or unclear goals with unstated constraints

Applying a great deal of domain knowledge

Possess multiple solutions, with multiple solution paths

Possess multiple criteria for evaluating solutions, 
and these criteria are often unknown

Argument analysis

Systems analysis

Creation

Evaluation

Dilemmas Considered the most ill-structured kind of problem because 
there are typically no widely accepted solutions

Many important perspectives to consider: 
constitutional, political, social, ethical

Argument analysis

Systems analysis

Creation

Evaluation
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Jonassen’s problem types can be crossed with the different assessment approaches 
in any given assessment. For example, an SBA in computer science may feature 
troubleshooting problems to assess systems-analysis skills, but a business simulation 
might employ decision-making problems to assess argument-analysis skills.

Evidence Models

The final piece in the assessment puzzle is identifying and aggregating evidence from 
these activities so we can make inferences about critical thinking. An evidence model 
(e.g., Mislevy, Steinberg, & Almond, 2003) describes the specific types of behaviors 
that should be measured and how those behaviors link to skills. Gathering evidence of 
critical-thinking skills, however, is often not as straightforward as gathering evidence 
of content mastery. Many of the behavioral variables needed to assess the skill are 
not typically captured by traditional standardized item formats (e.g., multiple-choice). 
These variables include testing relationships between tools in simulations and writing 
arguments. Thus, the evidence model for critical thinking must specify how to identify 
the behaviors and how they tie to the constructs that need to be measured.

In the sections that follow, we first discuss general types of evidence gleaned from 
writing tasks and for the Jonassen problem types. Then we present two specific evidence 
models: one for a troubleshooting simulation and the other for an argumentation game.

EVIDENCE FOR WRITING TASKS
Writing prompts tend to be scored using some sort of rubric that either provides an 
overall score to represent the quality of the response (holistic) or provides multiple 
scores for different traits of the response (analytic). Rubrics may also identify specific 
features of the written response that should be considered in assigning scores, and 
these features may vary depending on what aspects of critical thinking are the focus of 
the assessment. For example, if the purpose of the writing task is to measure a student’s 
argument-creation skills, pertinent features might include whether the student explicitly 
made a claim, whether the claim was supported by relevant evidence, whether the 
student considered counterarguments, and whether the student evaluated the strength 
of evidence supporting counterarguments. Below is a rubric used to score students’ 
responses to the prompt, “Should drugs be legalized?” Students were required to create a 
written outline of a response to that question, and researchers assigned an overall holistic 
score to the outline according to the criteria in the rubric (Angeli & Valanides, 2009).

Critical-thinking performance scoring rubric

1. Reason clearly within a point of view. 

2. Discuss the issue from different perspectives.

3. Identify pros and cons for perspective.

4. Explain with reasons and evidence which perspective they think is best. 

Human scoring of student writing is time-consuming and expensive to do with 
any high degree of consistency. In writing assignments, raters or instructors must 
carefully read essays and assign one or more scores. For formative assessment, they 
may also need to provide detailed feedback to students. Both these requirements 
make it difficult to use writing assignments at scale, either in large classes or in a 
large-scale assessment. Fortunately, new advancements in machine learning are 
enabling the automated assessment of writing. Automated scoring of writing, or 
Automated Essay Scoring (AES), provides the ability to analyze student writing and 
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to assign a score instantly. AES has become increasingly accepted for scoring of 
writing (e.g., Shermis & Burstein, 2013). Studies of AES systems have shown that they 
can be as accurate as human scorers (e.g., Shermis & Hamner, 2012), can score on 
multiple traits of writing (e.g., Foltz, 2015), and can be used for feedback on content 
(Foltz, Gilliam, & Kendall, 2000). AES is now being used in a number of high-stakes 
assessments (e.g., various state K-12 assessments), placement tests (e.g., Pearson Test 
of English, ACCUPLACER), and for writing practice (e.g., Criterion, WriteToLearn).

AES has been used to accurately score a range of argumentation skills including:

 � overall writing quality;

 �  content and ideas;

 �  focus and organization;

 �  development and details;

 �  conventions;

 �  coherence;

 �  reading comprehension;

 �  progression of ideas;

 �  style;

 �  appropriate examples;

 �  reasons;

 �  other evidence to support a position.

(Foltz, 2015)

EVIDENCE FOR JONASSEN PROBLEM TYPES
Table 3 provides example evidence for an example task for each of the Jonassen 
problem types. The evidence is delineated by the specific critical-thinking subskill being 
assessed. There can be multiple points of evidence for each skill within a given task.

PROBLEM TYPE EXAMPLE TASK SKILL ELICITED EXAMPLE EVIDENCE TO SUPPORT SKILL

Story Construct an equation to 
solve a practical problem

Systems analysis Breaks the problem down into known and 
unknown variables and quantities

Creation Generates an equation to represent the problem

Rule Determining how a remote 
works with a TV

Systems analysis Applies a systematic procedure for testing the 
relationship between buttons on the remote 
and resulting consequences on the TV. 

Decision-making Which of two different 
investment strategies will 
yield higher earnings?

Argument analysis Reviews the pros and cons for 
each investment strategy

Creation Generates an argument as to why one 
strategy is better than the other
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Table 3 Problem types and evidence examples.

PROBLEM TYPE EXAMPLE TASK SKILL ELICITED EXAMPLE EVIDENCE TO SUPPORT SKILL

Troubleshooting Determine why a car won’t start Systems analysis Produces an accurate and complete 
drawing of components in a system and 
relationships between components to 
demonstrate the source of the problem

Strategic 
performance 

Using a flight simulator Systems analysis Determines the correct combination of actions 
to avoid crashing when a right engine fails

Policy What is the best way 
to lower taxes?

Argument analysis Identifies all the ways to lower taxes

Creation Proposes a solution to lower taxes 
with supporting evidence

Evaluation Evaluates that solution with respect to 
its implications for overall budget

Design Design a new way to 
reduce traffic 

Systems analysis Tests the relationship between different 
traffic solutions on traffic

Creation Creates a new layout for a set of traffic 
lights that will reduce traffic 

Evaluation Evaluates that layout against the old 
one in terms of traffic efficiency

Dilemmas Should the government 
provide universal healthcare?

Argument analysis Assess the logical strength of arguments 
for and against universal healthcare

Creation Composes an argument supporting 
a position on the issue

Evaluation Evaluates a specific healthcare proposal 
in terms of net impact on society

ASSESSMENT EXAMPLES
Evidence Model for a Systems Analysis Simulation

The Cisco Networking Academy is a public–private partnership between Cisco 
and over 9,000 educational institutions in over 160 countries in which Cisco 
provides partnering schools with free online curriculum and online assessments to 
support local school instructors in teaching ICT skills in areas related to PC repair 
and maintenance, as well as computer and data network design, configuration, 
and maintenance in alignment with entry-level industry certifications.

A key skill in computer networking is troubleshooting. Cisco developed a simulation-
based game using networking and entrepreneurial skills called Aspire. The main idea of 
Aspire is that students are entrepreneurs, starting their own small networking companies, 
and must make both business and technical decisions in the game. Aspire consists of a 
2½-D interface that allows navigation, interaction with characters in the game, decision-
making, and complex scenarios that combine numerous networking task requirements.

The simulation engine behind the game is called Packet Tracer (Frezzo, Behrens, & Mislevy, 
2010). Packet Tracer is a domain-specific data network simulator used in Networking 
Academy curricula and performance-based assessments that provides instructional 
direction, practical experience, and assessment-based feedback throughout the 
courses. The Packet Tracer microworld supports a wide variety of networking devices, 
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protocols, and interactions, giving the student ample opportunity for misconceptions, 
breakdowns, and suboptimal troubleshooting in addition to preferred approaches.

As described above, troubleshooting can be viewed as a type of systems-analysis problem. 
Jonassen and Hung (2006) described a number of subskills for troubleshooting, including:

 �   identifying fault symptoms;

 �   diagnosing faults;

 �   generating and verifying solutions.

In order to assess the ability to analyze complex systems in order to troubleshoot 
problems, in the Aspire game tasks were created with key features as follows:

 �   a configured network with a problem that makes it 
so information can not flow through it;

 �   methods available to identify the symptoms (i.e. inability of information to flow);

 �   methods available to diagnose the problem;

 �   multiple correct and incorrect solution paths;

 �   methods to test implemented solutions.

For example, one task placed the player in a medical office that had a network 
with four computers connected to a router. Players were told that three of the 
computers could not connect to the Internet while one could. Their task was to get 
them all connected. Students then had to use networking commands to identify 
which computer was working, investigate the network settings on the computers 
to determine which were faulty, and make the necessary corrections. There were 
two different ways to correct the incorrect settings in this particular problem.

The evidence model, as described in DiCerbo, Frezzo, and Deng (2011), broke down 
evidence for problem diagnosis, solution implementation, and solution evaluation:
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SUBSKILLS OF TROUBLESHOOTING EVIDENCE

Problem diagnosis Use of Ping command prior to making any network changes 
(to determine which computer worked)

Use of commands to display the network settings of computers

Solution implementation Attempts to change the network settings of the computers or router

Solution evaluation Use of Ping command after making network changes (to test whether computers worked)

Using this evidence, researchers were able to differentiate students who 
were novice versus expert troubleshooters (based on their enrollment 
in either the first or fourth semester of networking classes).

Evidence Model for an Argumentation Game

We can similarly build tasks and define evidence for argumentation-related skills. In the 
game Mars Generation One: Argubot Academy, players are students in the first colony 
on Mars. There are many debates about life on Mars, from what kind of protein to eat to 
whether there should be pets. These debates are solved through robot battles. Players 
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must gather evidence then link claims and evidence to equip their robots for battle. In 
battle, their robots (i.e. claim-evidence pairings) are tested, and they must successfully 
identify weaknesses in their opponents’ claim-evidence pairings. The tasks were to:

1. travel through the world gathering evidence,

2. create robots by linking evidence to relevant claims they wish to support;

3. engage in robot battles in which they critique others’ arguments.

The evidence for their argumentation skill is shown below.

CRITICAL THINKING SUBSKILL EVIDENCE

Argument analysis Collection of evidence related to claims in environment

Not collecting evidence unrelated to claims in the environment

Correctly identify problems in opponents’ claim–evidence pairings

Number of opposing robots killed

Creation Links multiple pieces of evidence to claims

Uses multiple kinds of claims in battle

Number of battles won

How Formative Feedback Can Be Used with ECD

When creating ECD models around critical thinking for the purpose of supporting 
learning, we need to consider the ways we give feedback about student performance as 
they complete tasks. There are two different types of feedback in the context of ECD:

1. student model feedback;

2. evidence model feedback.

Both are needed in a comprehensive feedback system, which is critical 
to supporting learning within a formative assessment process.

STUDENT MODEL FEEDBACK
Student model feedback is feedback around performance on a specific skill or subskill in 
a student model. For example, feedback may tell the student the percentage of activities 
they have already completed on a particular learning objective or subskill, or it may report 
some estimate of a student’s level of mastery or proficiency on that subskill. This type of 
feedback is fairly shallow since it merely describes the performance on a skill rather than 
providing some indication of how the student could improve their performance. Although 
student model feedback may not support revision within an activity, research suggests 
that students find this type of feedback to be useful in understanding their progress over 
time (Loboda, Guerra, Hosseini, & Brusilovsky, 2014), that they regularly access this type 
of feedback when it is made available to them (Long & Aleven, 2011), and that students 
who are able to view their own student models show greater persistence and perform 
better than students who do not have access to their own student models (Falakmasir, 
Hsiao, Mazzola, Grant, & Brusilovsky, 2012; Loboda et al., 2014; Long & Aleven, 2013).
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EVIDENCE MODEL FEEDBACK
Evidence model feedback is feedback around behaviors identified in the evidence model. 
This type of rich feedback can provide an indication of what behaviors are associated with 
improving skills in the student model – in Shute’s (2008) language, it either tells the student 
exactly what aspects of their response need to be fixed (directive, which is especially good 
for novices) or suggests where there may be a problem and allows the student correct their 
own mistakes (facilitative, which may be better for more advanced learners). Feedback 
at the evidence level is more granular than feedback at the student model level, since 
specific behaviors can be targeted with recommendations for how to progress through a 
problem. Evidence model feedback is typically more difficult to implement at scale since 
it requires creating feedback for specific behaviors outlined in the evidence model.

Summary of Assessment of Critical Thinking

Traditional critical-thinking assessments are typically framed as domain-general. 
Domain-general critical-thinking assessments have been shown to predict important 
outcomes. The assessment of skills related to critical thinking in specific disciplines 
varies considerably and can be broadly grouped into writing, simulation, and 
concept-mapping tasks. In each task type there are multiple pieces of evidence 
that can be captured to inform the skills of critical thinking. The Jonassen problem 
types provide a way to create different problems to elicit critical-thinking skills.

ASSESSING CRITICAL THINKING
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Critical Thinking in Practice
Point/Counterpoint

One challenge in teaching educational psychology is helping students become critical thinkers about issues in educational-
psychology research and practice. In Woolfolk’s writing and teaching she has addressed this challenge through 
debates. Every chapter of her Educational Psychology text includes a Point/Counterpoint section that gives different 
sides of an argument. For example, in the chapter of children with disabilities, she includes the following:

POINT 
Yes, drugs are helpful in ADHD. About 30% of the people 
who take Ritalin, the most commonly prescribed ADHD drug, 
respond well (Hallahan et al., 2015). Ritalin and other prescribed 
drugs such as Adderall, Focalin, Dexadrine, Vyvanse, and Cylert 
are stimulants. In particular dosages that vary by individual, 
they appear to influence the release of neurotransmitters 
and help the executive functions of the brain to operate more 
normally (Hallahan et al., 2015). Short-term effects include 
possible improvements in behaviors, including increased 
cooperation, attention, task switching, and compliance. 
Research suggests that about 70% - 80% of children with 
ADHD are more manageable and better able to benefit from 
educational and social interventions when on medication 
(Hutchinson, 2009). In fact both stimulants such as Adderall and 
Ritalin and non-stimulant treatments such as Strattera appear 
to have some helpful effects for many children and adolescents 
with SDHD (Kratchovil, 2009). Positive results also have been 
reported with Buspar, typically used to treat anxiety, and even 
with some supplements such as pycnogenol (Trebaticka et al, 
2009). And some evidence indicates that Strattera might have 
positive effects on working memory, planning, inhibition — at 
least for the Chinese children studied (Yang et al,, 2009).

COUNTERPOINT 
No, drugs should not be the first treatment tried with 
ADHD. Many children have negative side effects from drugs 
such as increased heart rate and higher blood pressure, 
interference with growth rate, insomnia, weight loss, and 
nausea (D.C. Smith et al., 2014). For most children, these 
side effects are mild and can be controlled by adjusting 
the dosage and timing of the drug. However, little is known 
about the long-term effects of drug therapy. The drug 
Strattera is not a stimulant, but use may lead to increased 
thoughts of suicide. As a parent or teacher, you need to 
keep up with the research on treatments for ADHD.

Many studies have concluded that the improvements in 
behavior resulting from the use of the drugs seldom lead to 
improvements in academic learning or peer relationships, 
two areas where children with ADHD have great problems. 
Because children appear to improve dramatically in their 
behavior, parents and teachers, relieved to see change, may 
assume the problem has been cured. It hasn’t. The children 
still need special help in learning, especially interventions 
focused on task switching and how to make connections 
among elements in readings or presentations in order to build 
coherent, accurate representations of the information (Bailey 
et al., 2009; Doggett, 2004; Purdie, Hattie, & Carroll, 2002).

Beware of Either/Or. The bottom line is that even students 
in your class are on medication, it is critical that they also 
learn the academic and social skills they will need to succeed 
— this will not happen by itself. Students need to learn how 
and when to apply learning strategies and study skills. Also, 
they need to be encouraged to persist when challenged 
by difficult tasks and to see themselves as having control 
over their learning and behavior. Medication alone will 
not make this happen, but it may help. We need to attack 
the problem on several fronts with effective teaching, 
counseling, and supports for positive behaviors.

Point/Counterpoint: Pills or Skills for Children with ADHD?
About 3% of school-age children in the United States (ages 6 to 18) take some kind of 
medication for ADHD. Should children with ADHD be given drugs?

Assessments

Please provide the pros and cons of using medication for the treatment of ADHD (Attention Deficit 
Hyperactivity Disorder). What would you choose if you had a child with ADHD?

Figure 1 Source: Woolfolk, forthcoming, p. 151.
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CONCLUSIONS

Conclusions
CONCLUSIONS RECOMMENDATION

Critical-thinking skills are highly sought after by employers and 
are associated with positive outcomes in many aspects of life.

Educators should include critical-thinking skills in their teaching.

Critical thinking involves the skills of argument analysis, 
systems analysis, creation, and evaluation.

Educators should target each of these aspects 
of critical-thinking in their instruction.

Teachers who have participated in extensive 
professional development in critical thinking have 
students who are better at critical thinking.

Schools and institutions should provide professional-development 
resources to teach critical-thinking in specific disciplines. 

Models that explicitly teach critical thinking as part 
of teaching a specific discipline are effective.

Educators should situate explicit critical-thinking 
instruction in specific disciplines where applicable.

Problem-based learning, scaffolded practice, 
and collaborative learning approaches may be 
effective in promoting critical-thinking.

Educators should consider using problem-based 
learning, scaffolded practice, and collaborative 
learning approaches to teaching critical-thinking.

Activities such as concept maps, simulations, and 
structured argumentation practice have been shown 
to be effective forms of critical-thinking instruction, 
especially for systems and argument analysis. 

Educators should consider using concept-mapping activities, 
simulations, and structured argumentation exercises 
to foster systems- and argument-analysis skills.

Problem types can be useful to help create 
critical-thinking assessments.

Educators should use the problem types as templates to help 
design or select appropriate critical-thinking assessments.

There are varying forms of feedback to foster 
learning in critical-thinking activities. 

Instructors should provide feedback on student 
performance at both the skills level and at the evidence 
level to scaffold learning of critical-thinking skills 
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